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P(A or )=P(A)+P(B)-P(AB)
At Least One of Two will Occur_©

occurring.

PIA )
given that event & has occurred

PUAB)=PIAIE)XP(E)=PEIAIXP(A)

Expression ©

Bayes' Theorem © _ P(AIB)=P(BIAIP(A)/P(E)

observations

variable

Mean and Expected Value G|

ED0 = X(1)PIX = X(1)] ¢ .+ x(0)*PIX = x(0)]

the extent of
Property
Variance and Standard Deviation_©| efined: Var(X) = EI(X - 112) = E0X°2) - (E00] "2 where = EX)
Var(K + ) = Var) + Var(y)
Epression ¢ 11Xand ¥
pressio Var(-Y) = Var + Varty)

Var(€) + Var(Y) + 2 x CovtXy)

1Xand Y

farp + Var(y) - 2 x Coulty)

Skewness>0_©

Right fat tail

Positive/Right skewed | Mode<Median <Mean

Cenral moment

Frequent small loses and a few extreme gains.

Skewness

(— robabilty and Distribution

Skewness<o_©

Leftfat tail.
Nagative/Left skewed o)

Mode>Median>Mean

Frequent smallgains and a few extreme loss

Sample Kurtosis>3 ©

Leptokurtic_0f _excess kurtosis>0
Sample Kurtosis=3
Mesokurtic o _Excess kutosis =0
Normal Distibution
Sample Kurosis<3
Excess kurtosis <0
e p PWERES)
Binomial Distribution_©
Discete Probabily Distribution

Poisson Distribution O S9ii=#5%= )

Standard Normal Distibution: 5(8=0, 75=1

Normal Distrbution_©,

(observation -

I InX is norma then X is logrormal

Right Skewed

As the degrees of reedom (the sample size) ges larger, the shape of the

Bounded below by zero

Chi-squared Distrbution_ & freedom

F-Distribution © _Right-skewed and s truncated at zero on the left-hand side.

n230sample satisti is a random variable

Sample meanESSTS

Central Limit Theorem ‘Sample meantia= KIS

‘Sample meaniyAz = BT/
standard ErrorgRsample meanéFA%

Covariance and Correlation €|

riables
Corelation
Expression © _p=Covtey/a(l)'ot2)
Unbiased
eficency
Best Linear Unbiased Estimator (BLUE)
Consistent
smmuzen ©
Standard Error of the Sample Mean_©)
)
the population vaiance is known o
Confidence nterval_©)
the population variance i unknown ©
a null and an altemative hypothesis.
The selection of the appropriate test tatsi z 1. X2, F).
Specication f the significance level
Properties
The calcultion of 2 sample staistic
Reject HO f test statistic| > critical value
O Fail o reject HO f st statisi| < citicl value
With p-value O IfP-value < alpha, we eject nul ypothesis
Hypothesis Testing A two-tale testresults from a two-sided alternative hypothes's (e.. HA: b # u0].
Two/one Tailed_,
A one- 1 HAC > 40, or HA < 40).

Type | Error: SASFA; Type Il Error: HESFA

Type | Emor and Type Il Eror_cf_Power of test (193858

-P(Type | erron)

Type | Error and Type Il Eroritggs
AR, Type | Eror and Type Il Errortstih

known population variance © _fit® ©,

N
Mean Hypothesis Testing

unknown population variance ©  wiHE )

Normally distibuted population © st o,

x*20-1)
Variance Hypothesis Testing

populstions O Figs
Fioi-1.02-1)

Gaussian copula

copu
Student’ <

opul

FEMEEREMESRYIVXAR, RO SRR

One Regressor METSHETE S o(_—
Rz ©

r2(corelation coefficent) ©
Ordinary Least Squares.

Adusted R2 O

FRWETEXC, XIRFEEEVRIBEAR, N2
Muliple Regressor )

- .
Regression Analysi Property
Calculation ©_ Decison rule:reect HO, f F(est-statstic > Fe(citcl value)

o vecompied

Detect:t-tests . while the F-test
indicates overal significance and the R2 s high

The error i given XG)is
constant for i = 1,..n and n particulr does not depend on X()

The standard errors are usually unrelizble estimates

Effect

The coefficent estimates (the b1) aren’ t afected
Heteroskedasticty

Autocorrelation

Effect

Mean Squared Error (MSE) O

52 Measwre ©

Model Selection

Akaike Information Ciiterion (AIC)_©

Schwarz Information Ciiterion (SI0)_©

SIC has the largest penalty factor_©

st
dependent variable of current and lagged white noise rror terms

term

Modeling Cycles

observations o the dependent variable from the autoregressive process

ARMA_ O

Estimating Volatities and Correlations |c

Specify the data generating process

Estimate an unknown variable

Go back to tep 1 and repeat this process N times

Antithetic Variates

Monte Carlo Simulation

Variance Reduction Techrique ¢ _Control Varites.

Bootstrapy
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